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Abstract
The purpose of this study was to organize auto insurance claim adjuster notes into useful data for actuarial analyses and önd useful variables that 
will improve the structured model to predict the severity of bodily injury claims. After processing adjuster notes, Latent Dirichlet Allocation (LDA) 
and Non-Negative Matrix Factorization (NMF) were used to önd the structure and topics of the given notes. Then, these notes were used to 
predict the severity of such claims using a variety of different predictive models. After comparing each model, LDA demonstrated better topics 

while Random Forest had better model performance. 

Introduction
This case study will focus on automobile insurance. 
Two key components of automobile insurance are the 
property damage liability and bodily injury liability. 
Compared to the property damage liability, bodily 
injury liability is harder to predict and often more 
costly than the main part of the claim. Therefore, 
predicting the severity could help company better 
managemanage reserve. Claim notes contain a vast amount of 
unstructured data, so we perform topic modeling to 
önd the important topics. We use LDA and NMF to 
extract the main topics, and then utilize machine 
learning algorithms to predict the severity of the 
claims.

Word cloud after data processing:

Word cloud before data processing:

      Topic Modling

      Data processing

Data processing will modify our merged dataset into a 
more usable format.

 Latent Dirichlet Allocation (LDA)
• Assumes each document is a mixture of 
topics and each word can be attributed to 
one of the topics
• Dirichlet distribution over topics

Non-Negative Matrix Factorization (NMF)
• A linear-algebraic optimization algorithm 
that is used for dimensionality reduction
• Consists of a non-negative matrix of topics 
and corresponding weights

Predictive Modeling

• Logistic Regression
• Naïve Bayes
• Gradient Boosting
• Random Forest
• Linear SVM

• Random Forest gains the 
highest accuracy
• Random Forest gains the 
highest F1-score
• Random Forest gains the 
highest precision
•• Random Forest gains the 
highest recall
• Random Forest gains the 
highest AUC
Random Forest classiöer offers 
the best overall performance

Result

Word clouds present words with high frequencies in 
larger font and words with lower frequencies in smaller 
front. The word cloud before data processing is used to 
önd high-frequency words that are not important e.g. 
FIRSTNAME. By deleting uninformative words during 
data processing, we are left with a dataset that is better 
suited for analysis.

Find Topics:
LDA: 
-Split data into 10 subsets
-Cross validate each subset to get best 
parameters
-Find topics for each subset
-Group topics into categories

NMF: 
-Tuning parameter alpha
-Find topics
-Group topics into categories


