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Methods and Results

Abstract

It is well documented that diabetes and
body mass index (BMI) are positively
correlated. The purpose of this study is to
investigate the relationship between
diabetes and health factors. Using data from
a wellness improvement company, The
Vitality Group, we developed GLM and
machine learning models to predict the
prevalence of diabetes. We found that waist
circumference is a significant predictor
together with age, triglycerides, and BMI.
Our results suggest that the distribution of
body fat, namely in the waist, is strongly
linked to diabetes which is even more
significant than one's BMI.

Introduction

According to NIH (National Institute of
Diabetes and Digestive and Kidney
Diseases), diabetes is a disease where
one's blood glucose levels, also called blood
sugar levels, are too high.
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Figure 1

Recent observations suggest that
BMI has peaked while prevalence of
diabetes continues to rise, as per
Figure 1. We observe the
divergence between diabetes and
obesity around 2006. This suggest a
temporal relationship between the
two and we wish to explore this
relationship using other health
measurements and factors. We also
cluster our data set to discover any
interesting sub populations.
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Data Pre-processing:
Erroneous observations with
abnormal age, weight, and
height are removed. Set out-
of-range values for each
variable to NA.
MICE Algorithm: This was
used for data imputation,
since data set has a large
number of missing values.
Variables with missing
entries, except for FPG and
HbAlc, are all imputed.
Population Subset: We
separated the data set into
two subsets, one with one-
year participants in this
program, and another with
two or more years
participants. We analyzed
the subset with one-year
participants.
Models: Logistic
Regression and Random
Forests (Figure 3)
Clustering: Partition around
medoids (PAM) algorithm
(Figure 4)

Figure 5

Discussion
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From our random forest model, we get a
variable of importance plot.
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Figure 2
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Figure 3

Flgure 4 Clusters
Male with postgraduate degree
Male college graduate; AA alcohol consumption
Female college dropout; high stress levels
Female college graduate; smoking history
-+ 5. Mostly female high school graduate; BA alcohol
consumption
c 6. Male college dropout; AA BMI, AA waist
* ¢ circumference
.. 7. Female college graduate; no smoking

s 8. Female with post graduate degree; BA BMI, BA
waist circumference
9. Female college dropout; high depression rate
with a smoking history
10. Male college graduate; no smoking, AA waist
circumference
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Based on our model, age and waist
circumference resulted as the most
significant predictors. Plotted in Figure 5 is
thhe two most significant variables in our
model to see how they affect the chances of
having diabetes. If we fixed a low waist
circumference here, in the red region, we
could see that chances of having diabetes
increased only slightly as one ages.
However, if a person had a large waist
circumference, around the yellow to almost-
white region, the aging process greatly
increased the chance of having diabetes.
Waist circumference and BMI showed a
similar.

We used two methods, logistic regression and random forests, to build a model predicting the chances of having
diabetes. We preferred the logistic regression model not only because it performed best, but also because it was easier
to interpret, since each important variable had an estimated coefficient that could be utilized in other statistics or plots to
better understand its relation to diabetes. We want to emphasize that there are other health factors such as age and
waist circumference which are just as important as BMI in predicting diabetes.We also point out that our work is
unfinished. Models can always be improved, and more sophisticated models can be tried on our data set. There is also
work to be done on the two or more year longitudinal data.



