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ABSTRACT METHODOLOGY RESULTS

Healthcare spending continues to rise, making cost * Approach 1 bU“’d models to.predict 2012 COSt? Approach 1:
management a priority for the healthcare industry. Our objective is \\;ICr)]Stu;L:JtP'al;c?cr;rits(gfggggirr?gz;CrSI\JIr health status) in Year N Vethod GLM random Forest —
FO pr(?dlct Medlcare cIalms through sta.1t|st|cal methods in order to v’ Application: Provide ideas on how to control the costs after Selected | Inverse Gaussian | RF (ntrees=100, | GBM (ntrees=100,
identify p'atlents for m.edlcal mterv.entloh. We model our data identifying the future high-cost patients Model (LASSO) max depth=15) | max depthe5)
through linear regression, Generalized Linear Models (GLM), v Test set: 2013 data set
quantile regression, random forests, and Gradient Boosting » Approach 2: build models to predict 2013 costs MAE 4328 599 578

Methods (GBM). Our analysis shows the traditional linear
regression approach does not perform as well as the other
methods, and there is significant potential to reduce healthcare
expenditures by accurately predicting high cost patients.

MEDICARE EXPENDITURE

e be high cost (greater than $15,000) in as in approach 1 Approach 2:
Medicare as a Share of the Federal Budget, 2015 v"We use R to simulate interventions in 2013 patients based on Method GLM Random Forest GBM
predicted cost
e Selected | Inverse Gaussian | RF (ntrees=100, |GBM (ntrees=100,
e L METHODS Model (LASSO) max depth=10) | max depth=>5)
. . MAE 5788 5827 5909
* Generalized Linear Models (GLM)

Medicare?

. Medicaid

Total Federal Outlays, 2015: $3.7 trillion
Net Federal Medicare Outlays, 2015: $540 billion

v'Input: (demographics + health status + costs) in Year N

v Output: costs in Year N

v’ Application: Help us identify the high-cost patients in the
future year based on previous information

v Test set: 20% of observations

* Approach 3: Build a Logistic model to predict which patients will

e Gaussian, Inverse Gaussian, Stable, Gamma

e Binomial (Logistic)
* Machine Learning Methods

 Random Forest and Gradient Boosting Method (GBM)
* Variable Selection Methods

Table 1: Modeling results part | for approach 1
* The selected GBM is the best model.

 Machine learning methods predict better than GLM.
* Five most important predictors of the selected Random Forest:
sum of HCCs and the 4 categories of claims

Table 2: Modeling results part | for approach 2

e The selected Inverse Gaussian is the best model
* Machine learning methods and GLM have similar accuracy in

predictin

g costs in future

* Five most important predictors of the selected Inverse

N —— f: S — Method Formula Guassian: sum of HCCs and the 4 categories of claims
SOURCE: Congre I |a dget Office, Updat dB dgtP ojections: 2016 to 2026 (March 2016). LASSO mln”y . Xﬁ”z + A“ﬁ”l ApproaCh 3: | |
B - . * In this approach we were able to tell if patients would cost
Ridge mﬁlnlly — XpI= + AllA]l more than $15,000 at an accuracy rate of 78%
* Using our model, we achieve a savings rate of 4.5% in total
. ly — XBII* + ALl 5ot Ve ;
Elastic Net min 5 expenses in 2013 for our population
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Figure 2: Histogram of Mediaizx;nd;uglnlé;(penditure in 2013
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e Model Selection Criteria 1 "
= > 1% - v

* Mean Absolute Error n Z.
=1

* S30 Billion: The potential savings if this simulation were
preformed on the entire Medicare recipient population

CONCLUSION

* We can potentially save $30 Billion from using logistic
predictive models
 Our most common variables used are inpatient claims,
outpatient claims, prescription claims, age, and sum of

HCC's.

e GBM and Random forest are the best predictive models




